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1. Introduction

Metal oxides are employed as oxygen carriers in chemical-
looping combustion,[1] thermite reactions,[2] and as part of
a redox couple in solar thermochemical fuels production.[3]

Central to each of the above applications is oxygen storage
and release kinetics at high heating rates. Although extensive
work has been carried out on the decomposition kinetics of
solid systems,[4, 5] very few studies of decomposition kinetics of
metal oxides at high heating rates have been reported. The
primary reason could be that traditionally, quantitative meas-
urements of the solid-state reaction kinetics are usually per-
formed using commercial thermal analysis techniques at low
heating rates,[4, 5] which fail in the measurement of rapid chemi-
cal processes. Recently, the use of metal oxides as oxygen car-
riers in combustion/explosion reactions[2] has motivated re-
searchers to study metal oxide decomposition at high heating-
rate conditions closer to those of real-time combustion events.
For such investigations, a temperature-jump time-of-flight
mass spectrometry (T-jump TOFMS) system was developed
based on coupling a mass spectrometer with a pulse-heating
temperature-jump probe, which enables one to characterize
the chemical transformations under rapid-heating conditions
of up to ~106 K s�1 in a time-resolved manner.[6] The T-jump
TOFMS system has been used to study the decomposition of
nitrocellulose and RDX, as well as nanothermite reactions.[6–9] It
was found that for some cases, oxygen release from the metal
oxide nanoparticle oxidizer might be closely related to the re-
activity of nanothermites.[7]

In contrast to the kinetic parameters obtained from tradi-
tional thermal analysis techniques (usually mass loss), the
T-jump TOFMS system measures the temporal behavior of
product species under high heating-rate conditions, which can
then be used to determine the overall activation energy based
on an isoconversional approach. Vyazovkin et al.[10] have dem-
onstrated that effective activation energies can be derived
using mass spectrometry by measuring the species produced
in a heating process. White et al.[11–14] calculated the species-
specific isoconversion effective activation energies, and
showed that species-specific thermal analysis provides informa-
tion of a specific thermal process, which might be useful for
the analysis of complex reaction processes.

In this paper, we describe a new approach to calculate the
effective activation energies of nanosized metal oxide decom-
position under rapid heating by measuring the chemical spe-
cies produced using T-jump TOFMS (Figure 1). The effective ac-
tivation energies obtained using the Flynn–Wall–Ozawa
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were obtained using the Flynn–Wall–Ozawa isoconversional
method are much lower than the values found at low heating
rates, indicating that oxygen transport might be rate-determin-
ing at a high heating rate.

Figure 1. The T-jump TOFMS system. A1: Ion repeller plate, A2: ion extrac-
tion plate, A3: ion acceleration plate, and MCP: Microchannel plate detector.
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method are also compared with activation energies obtained
at lower heating rates. Effective activation energies were found
to be much lower than those reported that were obtained
using low heating rates, demonstrating the possible presence
of mass transfer limitation during reactions at high heating
rates. The diffusional effects on the decomposition of nano-
sized metal oxides at high heating rates were analyzed.

2. Results and Discussion

2.1. Oxygen Release from Nanosized Metal Oxides
Measured Using Temperature-Jump Mass Spectrometry

Time-resolved mass spectra obtained after rapid heating of
CuO nanoparticles are shown in Figure 2. In this experiment,
the heating duration was about 2.1 ms with a heating rate of

~6 � 105 K s�1. We plot the mass spectra obtained between 1.0–
2.2 ms in Figure 2, and a background spectrum taken at t =

0 ms is also shown. As seen in Figure 2, a strong peak of m/z =

18 (H2O) and smaller peaks at m/z of 17 (OH), 28 (N2), are from
background species. Mass spectra taken at t = 1.2–2.2 ms clear-
ly show oxygen (m/z = 16, 32) produced upon rapid heating,
and the intensities of these peaks increase with increasing
temperature. The temporal behavior of O2 release from CuO
nanoparticles is presented in Figure 3 and shows that the
onset temperature of O2 release is ~1020 K at a heating rate of
~6 � 105 K s�1. Figure 3 shows that the oxygen intensity increas-
es quickly upon heating and reaches a peak value, after which
it starts to decrease again. Because the full release of oxygen
from CuO nanoparticles could significantly increase the back-
ground pressure level, the oxygen intensity does not go back

to its initial value but remains relatively high for a couple of
milliseconds.

Variable heating rate experiments using the same conditions
were performed to study the decomposition kinetics at heat-
ing rates from ~1.5 � 105 to ~6.5 � 105 K s�1, which enabled us
to extract the onset temperature of oxygen release, as shown
in Figure 4.

2.2. Activation Energy of Oxygen Release from Nanosized
Metal Oxides at High Heating Rates

Similar experiments were also conducted for Fe2O3 and Co3O4

nanoparticles. Because the decomposition of metal oxides at
high temperature produces a suboxide and oxygen gas:

2 CuOðsÞ ! Cu2OðsÞ þ 0:5 O2ðgÞ

the measured oxygen evolution was used to evaluate effective
activation energies (Ea). Ea values were calculated from species-

Figure 2. Time-resolved mass spectra of CuO nanoparticle decomposition at
a heating rate of ~6 � 105 K s�1.

Figure 3. Temporal profile of oxygen release upon rapid heating of CuO
nanoparticles at a heating rate of ~6 � 105 K s�1.

Figure 4. Oxygen-release temperatures from CuO nanoparticles as a function
of the heating rate. Error bars represent the standard deviation caused by
the noise in resistance measurement (�10 K).
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specific intensity versus temperature profiles using the Flynn–
Wall–Ozawa method.[15–17] This isoconversion method is based
on the principle that the reaction rate at constant extent of
conversion is a function of only the temperature, which allows
for model-free estimates of the activation energy.

Based on the single-step kinetics derived from the Arrhenius
equation, we get Equation (1):

da

dt
¼ A exp �Ea=RT

� �
f að Þ ð1Þ

Here, the subscript a is a given value of conversion, A is the
pre-exponential frequency factor, R is the gas constant, T is the
temperature, f(a) is the reaction model in terms of conversion,
and Ea is the activation energy.[18] Following the isoconversion
principle, the kinetics of the solid-sample reactions can be de-
scribed as shown in Equation (2):

d ln da=dt

� �

dT�1

2
4

3
5

a

¼ �Ea=R ð2Þ

For non-isothermal conditions at a constant heating rate b, in-
tegration of Equation (1) will involve solving the temperature
integral I(Ea, T) [Eq. (3)]:

g að Þ � A=b

Z
Ta

0 exp �Ea=RT

� �
dT ¼ A=bI Ea; Tð Þ ð3Þ

where g(a) is the integral form of the reaction model. By using
Doyle’s linear approximation,[19] one arrives at the Flynn–Wall–
Ozawa isoconversion method [Eq. (4)]:

ln bð Þ ¼ const:� 1:05 Ea=RTa
ð4Þ

The isoconversion method is
often employed because it does
not require an a priori presump-
tion of the reaction model to ex-
tract activation energies.[4, 5]

Detailed information regard-
ing the interpretation and proce-
dures of using isoconversion
methods can be found in
a series of publications by
Vyazovkin et al.[4, 5, 18]

As shown in Figures 3 and,
the O2-release profile can be ob-
tained for different heating rates.
For the kinetic analysis using the
Flynn–Wall–Ozawa method, the
effective activation energy is de-
pendent on the extent of con-
version, and varies in some com-
plex systems with the degree of
transformation in a manner that
reflects the contributions of indi-

vidual processes. However, we used T-jump TOFMS for identify-
ing the activation energy at the initial stage of metal oxide de-
composition, by setting the onset temperature of O2 release as
the isoconversion point. The effective activation energy ob-
tained at the initial stage of metal oxide decomposition is not
complicated by further decomposition of suboxide to pure
metal and oxygen which requires much higher temperature in
nonreducing environments (e.g. 2 Cu2O!4 Cu + O2).[20, 21]

By applying Equation (4), the effective activation energies
can be determined from the slope of the Arrhenius plot in
Figure 5. The metal oxide nanoparticles demonstrate an ac-
ceptable degree of linearity with a correlation coefficient R of
0.96. The effective activation energies calculated from the tem-
perature profile of the O2-ion signal (m/z 32) are 125�17,
144�32, and 77�6 kJ mol�1 for CuO, Fe2O3, and Co3O4 nano-
particles, respectively. Uncertainties were estimated based on
the linear-regression slope error calculated from a linear fit
(Figure 5) with 95 % confidence boundaries.

Our experiments, which were conducted in high vacuum, di-
rectly probed the decomposition of the metal–oxygen com-
plex within a nanoparticle at high heating rate, and the subse-
quent escape of molecular oxygen or a volatile metal sub-
oxide.

Although most reported experiments have focused on the
kinetic study of metal oxides reacting with reducing reagents
(e.g. carbon, hydrogen),[22–25] there are some values of activa-
tion energies for direct metal oxide decomposition at low
heating rates that have been published. Chadda et al. reported
an activation energy for CuO decomposition in air at low heat-
ing rate of ~313 kJ mol�1.[26] A value of ~238 kJ mol�1 was re-
ported for CuO decomposition in argon.[27] For Co3O4 decom-
position, the activation energy was reported to be

Figure 5. Natural logarithm of the heating rate versus the reciprocal absolute temperature for onset of oxygen re-
lease from decomposition of metal oxide nanoparticles (NPs). a) CuO, b) Fe2O3, and c) Co3O4.
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~293 kJ mol�1 in argon.[27] Later, Malecki et al. reported
a Ea value of ~153 and 164 kJ mol�1 for Co3O4 powder and
single crystal in a partial vacuum (oxygen partial pressure
~0.67 Pa).[28] As far as we are aware, no activation energy of
direct Fe2O3 decomposition has been reported, possibly be-
cause of the high decomposition temperature of Fe2O3 which
hindered the use of traditional thermal analysis to obtain kinet-
ics parameters.

The previously reported activation energies are all for micro-
sized metal oxide particles. To address this point, we ran low
heating rates kinetics measurements for metal oxides nanopar-
ticles in a thermogravimetric analysis (TGA) using the same iso-
conversion approach. The activation energies for the initial de-
composition were found to be 191, 334, and 269 kJ mol�1 for
CuO, Fe2O3, and Co3O4 nanoparticles, respectively. Apparently,
the activation energies at low heating rates are much higher
than those values obtained at high heating rates, as compiled
in Table 1. In addition, we did not notice any significant reduc-
tion in the activation energies of nanosized metal oxides, com-
pared to the reported values of microsized particles under low
heating rates.

For condensed-phase kinetics studied using the isoconver-
sion method, the measured effective activation energies can
reflect several factors, such as surface properties of the solid,
diffusion effects of products and/or reactants, and the reduc-
ing environment.[23, 29, 30] In particular, two primary factors could
contribute to the observed lower effective activation energies :
size effects, and high heating rates. It has been reported that
kinetic parameters could change as the particle size decreases
to the nanometer scale. Yue et al.[31] found a decrease in the ef-
fective activation energy of up to 70–80 kJ mol�1 for the de-
composition of nanosized calcite. Reduction of the activation
energy was also found for nanoscale metal oxidation.[32] This
has been attributed to the excessive surface energies of nano-
particles. Navrotsky et al.[33, 34] have studied the stability of
metal oxide systems at the nanoscale, and found that nano-
phase metal oxides show large thermodynamically driven
shifts in the oxidation–reduction equilibria. Based on the avail-
able surface enthalpy data for iron oxide and cobalt oxide sys-
tems,[33, 34] we estimated that the contribution of the surface
enthalpy of ~50 nm nanoparticles to the total reaction enthal-
py is less than ~5 %, indicating that size effects do not lead to
a significant lowering of the observed activation energy.

Indeed our measured activation energies for metal oxide
nanoparticles (Table 1) at low heating rates are not significantly

different from those reported for microsized particles. We attri-
bute the lower activation energies to the high heating rates
used, which is consistent with the results obtained by high
heating rate micro-differential scanning calorimetry,[35] also
showing lower activation energies at high heating rates. Simi-
lar lower activation energies at high heating rates were also re-
ported by other groups for, for example, thin-film samples and
biomass, though the heating rates used were lower than
ours.[36–38]

It is not unreasonable to assume that at some level of heat-
ing rate the observed reaction rate is constrained by the
oxygen transport within the material.

In their review paper, Malinin and Tolmachev[27] summarized
two different types of metal oxide decomposition pathways.
Type 1 produces both atomic and molecular oxygen, whereas
type 2 involves only molecular oxygen in the decomposition
(e.g. Ag2O!Ag).[27, 39] Available experimental data indicate that
the processes CuO!Cu2O and Co3O4!CoO release both
atomic and molecular oxygen and thus belong to the first
type. The reaction Fe2O3!Fe3O4 has also been found to pro-
duce both oxygen atoms and molecules.[39, 40] Therefore, all
three metal oxides in this study belong to type 1, which pro-
duces both atomic and molecular oxygen. The generally ac-
cepted scheme for the type 1 decomposition is :[27, 39]

1Þ O2� ðlatticeÞ ! 2 eþ O ðsurfaceÞ

2Þ 2 O ðsurfaceÞ ! O2 ðadsorbedÞ ! O2ðgÞ or

2 O ðsurfaceÞ ! 2 OðgÞ

3Þ Formation and growth of nuclei of a new phase:

Because all the materials studied in this work fall into the
type 1 category, we use the example of CuO. The decomposi-
tion of CuO is known to afford a dense product, as revealed by
in situ transmission electron microscopy (TEM)[41, 42] and scan-
ning electron microscopy (SEM) experiments.[43] This is possibly
because the initial volume of CuO does not greatly differ from
the oxide products[27] (the density of CuO and Cu2O is 6.3 and
6.0 g cm�3, respectively). Therefore, the oxygen formed in the
phase boundary should either diffuse out through the bulk or
grain boundary of Cu2O, as shown in Figure 6 b. Perinet et al.
systematically studied the oxygen diffusion in Cu2O by an 18O-
tracer technique, and reports that neutral interstitial oxygen is
responsible for the diffusion in both grain boundaries and the
bulk.[44] Ideally, the decomposition process proceeds similar to

Table 1. Effective activation energies measured by the isoconversional
method at low and high heating rates.

Methods Metal oxide nanoparticles CuO Fe2O3 Co3O4

[a] Ea [kJ mol�1] 191 334 269
[b] Ea [kJ mol�1] 125 142 77

[a] Low heating rates in TGA based on a 10 % conversion. [b] High heat-
ing rates in T-jump.

Figure 6. Models for CuO nanoparticle decomposition. a) Shrinking-core
model, and b) boundary-diffusion model; note: two possible paths of phase-
boundary diffusion (1) and bulk diffusion (2).
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a shrinking-core model, as shown in Figure 6 a. However, it is
more likely to proceed through a phase-boundary-moving pro-
cess shown in Figure 6 b as boundary-diffusion processes have
a much lower energy barrier. In an in situ TEM study of CuO re-
duction to Cu2O in a vacuum, Li et al. found that grain boun-
daries provide easy paths for oxygen release, with an activa-
tion energy of ~106 kJ mol�1.[41, 42] They estimated a diffusion
coefficient of ~10�9–10�10 cm2s�1 (at ~1000 K) for oxygen diffu-
sion in Cu2O grain boundaries,[45] which is higher than the
~10�11–10�12 cm2 s�1 value obtained for bulk Cu2O.[44, 45]

If we propose, as in Figure 6 b, that oxygen diffusion occurs
along the Cu2O grain boundaries, and is the rate-limiting step
in oxygen release at high heating rates, we can test this hy-
pothesis by estimating the diffusion time (td) for oxygen
through the phase boundary with a simple scaling analysis,
td�L2/D, where D is the grain boundary diffusion coefficient
~10�9–10�10 cm2s�1, and L is the particle radius ~25 nm. This
yields timescales on the order of milliseconds (~6–60 ms),
which is consistent with the timescales we observed in our
mass spectra.

If we continue our assumption, based on the work of Li
et al.[41, 42] that transport is primarily through the phase boun-
dary, we can liken this to reaction/diffusion problems that have
been previously investigated for reactions within catalyst parti-
cles.[46] Borrowing directly from that analysis, one can define
the effectiveness factor h, as the observed reaction rate divid-
ed by the intrinsic reaction rate [Eq. (5)]:

Robs ¼ kobsf cð Þ ¼ hkf cð Þ ¼ hAe�
Ea

RT f cð Þ ð5Þ

where Robs is the observed reaction rate, f(c) is a function of re-
actants concentration, and dependent on the reactant concen-
tration, k is the intrinsic reaction rate constant, A is a pre-expo-
nential factor, and Ea is the intrinsic chemical activation energy.

In the limit of low effectiveness factors h (internal-diffusion-
controlled) is [Eq. (6)]:

h / hT ð6Þ

where hT is the Thiele modulus, the square of which is propor-
tional to the ratio of the reaction to diffusion. Based on its defi-
nition, we obtain Equation (7):

hT /
ffiffiffiffiffi
k

Dc

r
ð7Þ

where Dc is the diffusivity of oxygen species. From Equa-
tions (5)–(7), we obtain Equation (8):

kobs /
kffiffiffiffi

k
Dc

q ¼
ffiffiffiffiffiffiffi
kDc

p
ð8Þ

Diffusivity Dc (oxygen diffusivity in the phase boundary) can be
written as Equation (9):[47]

Dc ¼ Ade�
Ed

RT ð9Þ

where Ad is a temperature-independent quantity and Ed is the
activation energy of the diffusion process; this leads us to
Equations (10) and (11):

kobs /
ffiffiffiffiffiffiffi
kDc

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ae�

Ea

RT

� �
Ade�

Ed

RT

� �q

¼ A1=2 � A1=2
d e�

EaþEdð Þ
2 RT

ð10Þ

Eeff ¼
Ea þ Edð Þ

2
� Ea

2
ð11Þ

From Equation (11), the effective activation energy Eeff is half
the intrinsic chemical activation energy.

The result of Equation (11) can is also obtained by an alter-
native approach. Equation (5) can be further expressed as
Equation (12):

ln Robs ¼ ln hk0 �
Ea

RT
þ ln f cð Þ ð12Þ

so that [Eq. (13)]:

d ln Robsð Þf g
d 1=Tð Þ ¼ � Ea

R
þ d ln hð Þf gd ln hTð Þf g

d ln hTð Þf gd ln 1=Tð Þ ð13Þ

At constant diffusion coefficient [Eq. (14)]:

d ln hTð Þf g
d 1=Tð Þ ¼ �

Ea

2 R
ð14Þ

we obtain Equation (15):

� Eeff

R
¼ � Ea

R
1þ 1

2
d ln hð Þf g
d ln hTð Þf g

� �
ð15Þ

For kinetic-control reactions, small values of hT, d{ln(h)}/d{ln(hT)}
�0, imply that Eeff = Ea, whereas for large values of hT (i.e. inter-
nal transport control), d{ln(h)}/d{ln(hT)}��1, we obtain
Eeff = Ea/2.

From both Equations (11) and (15), it can be seen that
within the limit of transport control the effective activation
energy Eeff reduces to half the intrinsic chemical activation
energy.

In other words, at high heating rates, oxygen donation from
oxygen carriers is limited by condensed-state transport
processes.

3. Conclusion

We used T-jump TOFMS to study the kinetics of decomposition
for three metal oxide nanoparticles (CuO, Fe2O3, and Co3O4) at
heating rates of ~105 K s�1. The isoconversion effective activa-
tion energies were calculated based on the time-resolved mass
spectra information and temperature profiles, and were found
to be significantly lower than activation energies at slow heat-
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ing rates. The lower activation energies obtained at high heat-
ing rates in this study imply that even for nanoparticles which
have small diffusional length scales, high heating rates can
result in a situation where mass-transfer constraints are ob-
served. This should have implications for how systems that use
metal oxides as oxygen carriers are selected. The results also
imply that the choice of oxygen carrier/donor should not be
made simply on the basis of thermochemical constraints.

Experimental Section

Materials

The samples used in this study included CuO, Fe2O3, and Co3O4

nanoparticles, all of which were obtained from Sigma–Aldrich,
were designated as <50 nm by the supplier. TEM (JEOL 2100F,
Tokyo, Japan) analysis show that the primary particle-size distribu-
tion is around 30–50 nm; some particles larger than 50 nm also
exist in the sample (see the Supporting Information).

High-Heating-Rate Kinetics Measurement

The fast-heating experiments were conducted in a self-designed
temperature-jump time-of-flight mass spectrometer at heating
rates ranging from ~1 to 7 � 105 K s�1. A drawing of the T-jump
TOFMS system is shown in Figure 1. The instrument is comprised
of a linear time-of-flight chamber, an electron gun ionization
source, a T-jump probe with a Pt filament for sample heating, and
an in-house-built power source to supply a tunable current pulse
for rapid heating. The filament was inserted within the ion-extrac-
tion zone of the TOF mass spectrometer, which has a background
pressure of ~10�6 torr. A detailed description of the instrument
and its operating procedures can be found in our previous publica-
tions.[6] The advantage of this T-jump TOFMS system is its capabili-
ty of achieving simultaneous measurement of species evolution
and temperature. There is effectively no time delay between the
T-jump heating probe and the mass spectrometer owing to the
fact that the T-jump probe is closely located to the ionization zone
as shown in Figure 1. The product species are directly produced
under high vacuum in a non-collisional environment and are trans-
ported to the micro-channel plate detector in less than ~10 ms.
In brief, mass spectra were continuously recorded at a temporal
resolution of 100 ms, while voltage and current data from the heat-
ing pulse were recorded simultaneously. By varying the duration of
heating pulse from ~2 to 9 ms, heating rates could be changed in
a range of ~1–7 � 105 K s�1. A new Pt wire was employed for each
experimental run. From the recorded voltage and current trace,
the temporal temperature history can be found as a function of
wire resistance using the well-known Callender–van Dusen
equation [Eq. (16)]:[48]

RT ¼ R0ð1þ A* T þ B* T 2Þ ð16Þ

A and B are constants, and R0 and RT are the resistance at 0 8C and
at T 8C, respectively. At higher temperatures (>1100 K), the tem-
perature of the Pt wire was calibrated using a NIST-calibrated
blackbody source (Mikron M350) based on two-color pyrometry
centered on 970 and 1550 nm. An extrapolation of the calibration
up to 1700 K was performed based on the Sakuma–Hattori equa-
tion.[49] Time-resolved mass spectra combined with temperature in-
formation were then used for characterization of the metal oxide
decomposition at high heating rates.

Prior to heating, the metal oxide nanoparticles were ultrasonicated
for 20 min in hexane. The prepared sample suspensions were
coated on the central region of the T-jump probe (length ~12 mm,
diameter ~76 mm) with a pipette. A dense sample coating was
formed after hexane evaporation. The mass of the coating materi-
als on the wire was estimated to be ~90 mg by a high-precision
balance (readability d = 0.001 mg). A heat-transfer analysis based
on a simplified model developed by Ward et al.[50] was carried out
to estimate the particle temperature, which indicated that the tem-
perature difference, based on the small thermal contact resistance
between nanoparticle and wire, was <5 K.[51]

Low-Heating-Rate Kinetics Measurement

The slow-heating experiments were conducted in a TGA system
(SDT Q600, TA Instruments, USA) under Ar flow (flow rate
50 mL min�1). For each run, ~5 mg of sample was placed inside an
alumina crucible pan and heated to the set temperature (1273 K
for CuO, 1373 K for Co3O4, and 1573 K for Fe2O3) in an Ar atmos-
phere. Thermal analysis experiments for each sample were per-
formed at heating rates of 5, 10, 15, 20, and 30 K min�1.
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